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Abstract.1  Artificial Intelligence techniques are increasingly being 
used to develop smart training applications for professionals in 
various domains. This paper presents an intelligent training system 
that enables professionals in the public domain to practice their 
aggression de-escalation skills. The system is one of the main 
products of the STRESS project, an interdisciplinary research 
project involving partners from academia, industry and society. 
The system makes use of a variety of AI-related techniques, 
including simulation, virtual agents, sensor fusion, model-based 
analysis and adaptive support. A preliminary evaluation of the 
system has been conducted with two groups of potential end users, 
namely tram conductors and police academy students. 

1 INTRODUCTION 

“A train conductor was assaulted at Nuneaton railway station after 

asking to see a man’s ticket. The 48-year-old victim was working 

on a service from Crewe to London when he asked to see a 

passenger’s ticket before he boarded the train in Nuneaton. The 

man became abusive and started to push the conductor before 

leaving the station.” [28] 

Although it is just one example, this incident illustrates the 

vulnerability of employees in the public sector to aggressive 

behaviour of people like customers, patients, travellers or other 

citizens. Aggressive behaviour against public service workers (e.g. 

police officers, ambulance personnel, public transport employees) 

is an ongoing concern in many countries [14, 21]. According to a 

national safety investigation in the Netherlands in 2011, almost 

60% of the employees is confronted with unwanted behaviour on a 

daily basis [1]. Most incidents of aggression are of a verbal nature 

(e.g., insulting, swearing, intimidating), but in about 10% of the 

cases the conflicts escalate into physical aggression (e.g., 

threatening, abusing, robbing). 

To better prepare them for these incidents, professionals in the 

public domain often receive dedicated resilience training. Such 

training is typically performed in a group setting based on role-

play, where employees learn to communicate with aggressive 

clients in a de-escalating manner. Although this form of training 

has shown to be successful, it is quite expensive with respect to 

both money and time. Furthermore, the training is not always easy 

to control or repeat systematically. 

As a complementary approach, the aim of the STRESS project 

[26] was to develop a simulation-based training system for 

aggression de-escalation. This is in line with a number of recent 

initiatives that show promising results regarding the possibility to 
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train social and communicative skills based on simulated 

environments involving virtual humans [2, 12, 13, 17, 18, 19, 22]. 

The main idea of the current system is that employees in the public 

domain can practice their aggression de-escalation skills by 

engaging in conversations with aggressive virtual characters. By 

designing the scenarios in such a way that the characters calm 

down if they are being approached correctly, but become more 

aggressive if they are being treated inappropriately, trainees will 

receive immediate feedback on their performance. Meanwhile, they 

are monitored by intelligent software that observes and analyses 

their behaviour and physiological state (e.g., heart rate, skin 

conductance, brain activity) and provides tailored feedback. 

Feedback consists of two categories, namely hints and prompts on 

the one hand, and run-time modifications in the scenarios on the 

other hand. By using such a system, employees have the ability to 

practice their aggression de-escalation skills in a cost-effective, 

personalised and systematic manner. 

The purpose of this paper is to describe the overall architecture 

of the system, some details of the various components of which it 

consists, and the preliminary results of evaluation studies with 

potential end users. Many of these elements have been published in 

previous papers [4-11], but this is the first time in which all of 

them are combined into our coherent description. Hence, the main 

contribution of the paper is in explaining how the various parts of 

the STRESS project come together in a practical application. 

The remainder of the article is structured as follows. In Section 

2, some background knowledge is presented about aggressive 

behaviour and the prescribed techniques to de-escalate aggression. 

Section 3 describes the architecture of the overall training system, 

as well as some details about its separate components. Section 4 

summarises two case studies that have been conducted to test the 

system: one in the domain of public transport, and one in the 

domain of law enforcement. Finally, Section 5 concludes the paper 

with a discussion. 

2 AGGRESSION DE-ESCALATION 

To design an effective training tool, a first question to be asked is 

what should be the learning goals of the system. For the current 

context, these learning goals are similar to the ones used in real 

world aggression de-escalation training, and are related to the 

development of emotional intelligence: employees should learn to 

recognize the emotional state of the (virtual) conversation partner, 

and choose the communication style that suits this emotional state. 

More specifically, when it comes to aggressive behaviour, it is 

important that employees learn to recognize the nature of the 

aggression. Here, two main categories can be distinguished: 

aggression can be either emotional (or reactive) or instrumental (or 

proactive) [15]. In case of emotional aggression, the aggressive 



behaviour typically is caused by an angry reaction to a negative 

event that frustrates a person’s desires [3]. Such a person is likely 

to be angry with respect to whatever stopped him from achieving 

his goal. An example in the public transport domain is a traveller 

getting angry because the tram is late while he has to attend an 

important meeting. When dealing with an emotional aggressor, 

supportive behaviour from the de-escalator is required, for example 

by ignoring the conflict-seeking behaviour, calmly making contact 

with the aggressor, actively listening to what he has to say, 

showing empathy, and suggesting solutions to his problems. 

In contrast, in case of instrumental aggression, the aggressive 

behaviour is only used ‘instrumentally’, to achieve a certain goal. 

Such behaviour is not a direct response to a negative event and is 

less strongly related to heavy emotions. A well-known example in 

the domain of public transport involves someone who wants to 

travel without paying for his ticket. This type of aggression often 

starts with an attempt to persuade the conversation partner, e.g. 

“Oh, I forgot my wallet, can I just come along for two stops?”. 

Often, in case the employee does not give the aggressor what he 

wants, the aggressive behaviour will reveal itself through more 

threatening remarks like “I’ll be back tomorrow with my friends”. 

To de-escalate instrumental aggression, a directive response is 

assumed to be most effective. It is necessary to show the aggressor 

that there is a limit to how far he can pursue his aggressive 

behaviour, and to make him aware of its consequences [10]. 

To conclude, the presented training environment is centred 

around two main learning goals, namely 1) recognizing the type of 

aggression of the conversation partner (i.e., emotional or 

instrumental), and 2) selecting the appropriate communication style 

towards the conversation partner (i.e., supportive or directive). To 

assess the type of aggression, employees need to carefully observe 

the verbal and non-verbal behaviour of the aggressive virtual 

character. In general, reactive aggressors will show more arousal 

(e.g., flushed face, emotional speech) than proactive aggressors. 

Also, the context should be taken into account (e.g., someone who 

just finds out that he lost his ticket will be more emotional that 

someone who knew this all along, and just tries to intimidate the 

tram driver to ride for free). 

3 TRAINING SYSTEM 

The main aim of the STRESS project is to develop an intelligent 

training system that is able to analyse the trainee’s behaviour 

during confrontations with aggressive individuals, and provide 

appropriate feedback, enabling trainees to improve their 

performance. During the training, users will be placed in a virtual 

scenario in a particular domain (e.g., selling tram tickets, or issuing 

parking tickets), which involves one or more virtual agents that at 

some point in time start behaving aggressively (e.g., insulting the 

tram driver because he is late). The user’s task is to de-escalate the 

aggressive behaviour of the virtual agents by applying the 

appropriate communication techniques. An important asset of the 

system is that it can adapt various aspects of the training (e.g., 

scenarios, difficulty level, feedback) at runtime on the basis of its 

estimation of the trainee’s physiological state and performance. 

3.1 System Overview 

Figure 1 depicts the global architecture of the system [6]. The 

rounded rectangles denote components of the system, and the 

arrows denote information flows. The normal rectangles indicate 

clusters of components that have the same function (i.e. the 

analysis and support layer). In the training environment, the trainee 

will be engaged in a virtual reality environment shown on a 

computer screen (or possibly on a head-mounted display), while 

being monitored by an intelligent training agent. The virtual 

scenario is generated by a separate module within the agent, which 

contains knowledge about relevant scenarios in a particular 

domain. The trainee observes the events that happen in the 

scenario, and has to act in the scenario this by selecting the most 

appropriate action (currently this is simply implemented by means 

of a multiple choice menu). During training, the user is connected 

to (non-intrusive) devices that measure physiological states related 

to arousal and stress; in particular heart rate, skin conductance and 

electroencephalogram (EEG) signals. The data measured by these 

devices are then used by the agent as input for a computational 

model that integrates them at runtime, to assess the trainee’s levels 

of stress and (negative) emotions (the affective model). This 

assessment of the trainee’s affective state is combined with 

information about the status of the task (e.g., the actions performed 

by the trainee), and used by another computational model (the 

decision making model) to assess whether (and why) the trainee 

made certain mistakes. The outputs of both models are analyses of 

the trainee’s emotional state (e.g., how much stress does (s)he 

experience?) and decision making behaviour (e.g., are any mistakes 

made?), respectively. This information is used for two purposes: by 

the scenario development module, to modify the running scenario 

(e.g., to repeat a certain scenario that is considered difficult), and 

by the feedback determination module, to provide feedback to the 

trainee (e.g., advice to change the conversation style). 

 

Figure 1.  Global architecture of the training system 

3.2 Virtual Reality Environment 

The virtual reality environment is based on the InterACT software 

[30], developed by the company IC3D Media [25]. InterACT is a 

software platform that has been specifically designed for 

simulation-based training of interpersonal skills. Unlike most 

existing software, it focuses on smaller situations, with high 

realism and detailed interactions with virtual characters. True-to-
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life animations and photo-realistic characters are used to immerse 

the player in the game. An example screenshot of a training 

scenario for the public transport domain is shown in Figure 2. In 

this example, the user plays the role of a tram conductor that has 

the task of calming down an aggressive virtual traveller. 

 

Figure 2.  Screenshot of a training scenario for tram conductors 

 

To enable users to engage in a conversation with an embodied 

conversational agent (ECA), a dialogue system based on 

conversation trees is used. The system assumes that a dialogue 

consists of a sequence of spoken sentences that follow a turn-

taking protocol. That is, first the ECA says something (e.g. “I 

forgot my public transport card. You probably don’t mind if I ride 

for free?”). After that, the user can respond, followed by a response 

from the ECA, and so on. In InterACT, these dialogues are 

represented by conversation trees, where vertices are either atomic 

ECA behaviours or decision nodes (enabling the user to determine 

a response), and the edges are transitions between nodes. 

The atomic ECA behaviours consist of pre-generated fragments 

of speech, synchronised with facial expressions and possibly 

extended with gestures. Scenario developers can generate their own 

fragments using a motion sensing input device such as the 

Microsoft Kinect camera and a commercial software package  

FaceShift [29]. As the recorded fragments are independent from a 

particular avatar, they can be projected on arbitrary characters. 

Each decision node is implemented as a multiple choice menu. 

Via such a menu, the user has the ability to choose between 

multiple sentences. Hence, the emphasis of the current system is on 

the verbal aspects of aggression de-escalation. In most of the 

scenarios, three options are available within every decision node. 

Typically, these options have been created in such a way that one 

of them is clearly supportive, another one is clearly directive, and 

the third option is neutral. Here, the supportive and directive option 

relate to the communication styles explained in Section 2. Figure 2 

illustrates how these three options can be instantiated in terms of 

concrete sentences (where A=neutral, B=directive, C=supportive). 

The user’s choice determines how the scenario continues, by 

triggering a corresponding branch in the tree. 

Although this approach works well, there is a risk that the 

behaviour of the ECAs becomes predictable in the long term. For 

example, in the situation shown in Figure 2, choosing option B (the 

‘directive’ option) will always result in the ECA becoming 

irritated, no matter how often the scenario is played, or what has 

happened before. To overcome this problem, in [11] an approach 

was put forward to endow the agent with internal states that are 

either set beforehand (e.g. whether the agent is a reactive or a pro-

active aggressor) or are the result of earlier interactions (e.g. a state 

of anger that gradually increases during the scenario). This means 

that the agent is equipped with a cognitive model of aggression, 

replacing the direct connections between user choices and ECA 

responses. As shown in [11], the resulting conversations indeed 

provided more variation, and were perceived as less predictable.  

3.3 Physiological Measurements 

Simulation-based training can only be effective if the virtual 

scenarios trigger emotional responses that are comparable to the 

reactions people show to the same stimuli in real world scenarios. 

To investigate to what extent this is the case, in [4] an experiment 

was performed in which the impact of an aggressive virtual agent 

was compared with that of an aggressive human. By randomly 

distributing a group of 28 participants over two conditions (virtual 

and human) and measuring their physiological and subjective 

emotional state before and after an aggressive outburst of their 

conversation partner, the difference between virtual and human 

aggression was studied. The ‘outburst’ was realized by having the 

(virtual or human) conversation partner suddenly get extremely 

angry towards the participant, while shouting and accusing him or 

her of not paying attention. The results showed that both conditions 

induced a substantial stress response, but that the impact of the 

human aggression was stronger than that of the virtual aggression.  

Part of these results are illustrated by Figure 3. This figure 

depicts the dynamics of skin conductance (also called 

electrodermal activity, EDA, one of the most common indicators 

for arousal) over time in microSiemens during the relevant part of 

the experiment, averaged over all participants in each condition. 

The horizontal axis denotes a period of 2 minutes, i.e., 1 minute 

before the start of the aggressive outburst and 1 minute after it. The 

vertical line indicates the moment the outburst started. More details 

about the study can be found in [4]. 

Figure 3.  Dynamics of electrodermal activity over time 

 

Although these results show that there is still a gap between the 

intensity of the stress response caused by a virtual character and by 

a real human, they are nevertheless promising, because they 

indicate that virtual characters can at least elicit responses that are 

comparable to the ones triggered in reality. 

Inspired by these results, an interface was developed to connect 

the training system to two devices that measure physiological states 

related to arousal and stress. In particular, the Plux wireless 

biosensors toolkit [27] is used to measure heart rate and skin 

conductance, and the Myndplay Brainband [31] is used to measure 

EEG signals. Additionally, within InterACT a visualisation 

window was implemented in which the measurements of these 



three sensors can be displayed at run-time during training (see 

upper right corner of Figure 2). From top to bottom, this windows 

shows a user friendly interpretation of the trainee’s current heart 

rate (in beats per minute), skin conductance (in microSiemens) and 

EEG signals (in terms of ‘meditation value’, one of the outputs of 

the Myndplay Brainband that is correlated with a state of 

relaxation). This allows trainees to receive instant (bio)feedback on 

their physiological state while training, thereby helping them to 

stay calm during aggressive confrontations. 

3.4 Analysis Layer 

As explained in Section 3.1, the purpose of the analysis layer is to 

process data about the user (in particular: physiological data and 

task status information from the virtual environment), in order to 

draw high-level conclusions about the user’s state. It consists of 

two sub-models, the affective model and the decision making 

model, which are described in the following sub-sections. Both 

models have been formalised using the LEADSTO language [9], 

which enables modellers to describe mental processes in terms of 

transitions between states that are expressed in terms of logical 

and/or numerical variables. 

3.4.1 Affective Model 

The affective model was inspired by the theory by Gross [16], and 

is explained in detail in [6]. A high-level overview is shown in 

Figure 4. The circles represent different states, which are all 

formalised in a numerical manner, in terms of a variable with a real 

value between 0 and 1. In an actual application, real world data 

should be mapped to values in this interval. For instance, a very 

threatening stimulus in the training system (e.g., an aggressive 

virtual character) could be represented as a world state with value 

0.9. Similarly, a moderately intensive feeling of fear (e.g., as 

measured by the physiological devices) could be represented as a 

feeling with value 0.5.  

 

 

 

 

 

 

 

 

 

 

 

Figure 4.  Overview of affective model 

 

Arrows in Figure 4 denote the influence of one state on another 

state. The model that represents generation of emotions is depicted 

by using solid arrows. Additionally, regulation of emotions is 

represented by the control state. Each regular state has a positive 

effect on the control state (representing a monitoring process), but 

can in turn be suppressed by the control state (representing a 

regulation process), as indicated by the dashed arrows. 

3.4.2 Decision Making Model 

The decision making model is explained in detail in [10], and is 

shown graphically in Figure 5. The circles on the left denote 

observations made by the user, the circles on the right (commu-

nicative) actions, and the remaining circles internal states.  

Roughly, the dynamics of the model can be split into three sub-

processes. First, as shown in the lower part of the figure, the 

emotional state of the user is updated based on the observed (verbal 

and non-verbal) behaviour of the conversation partner, and has in 

turn an impact on his or her own non-verbal behaviour. Next, as 

shown in the upper left part of Figure 5, there is a sub-process 

related to the evaluation of (both the nature and the intensity of) the 

conversation partner’s emotional state. More specifically, this boils 

down to deciding whether we are dealing with reactive or proactive 

aggression (or no aggression). Finally, as shown in the upper right 

part of the figure, the evaluation of the conversation partner’s 

emotional state serves as input for a decision about which ‘de-

escalation approach’ to select. For this, domain-specific knowledge 

is used about which approach works best in which situation (as 

explained in Section 2). 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Overview of decision making model 

 

To conclude, the affective model and decision making model 

enable the system to draw conclusions about the user’s emotional 

state and decisions (and errors) made, respectively. Preliminary 

evaluations of the models are discussed in [6] and [10].  In the next 

section we explain how the output of the models can be used to 

provide dedicated support to increase training effectiveness.  

3.5 Support Layer 

Like the analysis layer, the support layer also consists of two sub-

models, namely the scenario development module and the feedback 

determination module. Both modules are described below.  

3.5.1 Scenario Development Module 

The main purpose of the scenario development module is to 

generate interesting training scenarios that fit to the learning goals 

of the trainee. In particular, the concept of adaptive training (or 

scaffolding) is used, where the difficulty level of the scenarios 

adapts to the performance of the trainee. To this end, based on the 

learning goals identified in Section 2, a score was introduced to 

keep track of how well the goals were achieved. This score was 

calculated based on the output of the analysis layer. Next, a number 

of difficulty levels were established, as well as a mechanism to 

navigate up and down between these levels based on the user’s 

score. This mechanism is visualised in Figure 6. As can be seen, a 

separate score is maintained for cases of emotional (or reactive) 

aggression as well as for cases of functional (or pro-active) 

aggression. The main idea is that the user’s score for a particular 

type of aggression needs to be sufficiently high to reach a higher 

level. However, after losing two points, the user falls back a level. 
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In the first part of the training (level 1-3), the type of aggression is 

already given. Instead, in the second part of the training (level 4-6) 

the trainee needs to identify the type of aggression by him- or 

herself. Levels are traversed per aggression type separately, with 

one exception: after the first part of the training (i.e., level 1-3), the 

trainee needs to have sufficient knowledge of both types of 

aggression before (s)he can continue. 

Details of this module are presented in [8]. An initial evaluation 

reported in that paper demonstrated that the system successfully 

adapted its difficulty level to the user’s performance, and that users 

were positive about the effect of this adaptation mechanism.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  Transitions between difficulty levels 

3.5.2 Feedback Determination Module 

The feedback determination module is described in detail in [11]. 

This model uses the output of the analysis layer to generate 

appropriate feedback on the user’s performance in terms of after-

session hints. Essentially it checks whether the situation was 

successfully de-escalated or not, and in the latter case, it analyses 

what the cause of this unsuccessful de-escalation was. In this 

analysis, several types of mistakes are distinguished such as 1) the 

user failed to judge the type of aggression correctly (i.e. reactive or 

proactive), 2) the user failed to apply the appropriate 

communication style (supportive or directive), and 3) the user 

failed to control his or her own emotional state. The decision tree 

that is used by the module is shown in Figure 7.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 7.  Overview of decision making model 

Here, a green end state indicates successful de-escalation, 

whereas a red end state indicates unsuccessful de-escalation. Based 

on the specific end state a corresponding feedback message is 

generated, represented by the numbers in the figure. As an 

example, in case a scenario is classified as category (6), the 

following feedback is presented: 
 

6. User applies wrong approach towards a proactive aggressor. 

”You correctly judged the nature of the aggression, but you used the 

wrong verbal approach. A proactive aggressor should always be 

approached in a directive manner. 
 

To test the module, a specific scenario has been worked out in 

the context of a man who has no cash money to pay for a tram 

ticket. A group of users have extensively played the scenario under 

varying the parameter settings. These user tests pointed out that the 

module indeed offered the desired support at the appropriate times 

(see [11] for more details).  

4 CASE STUDIES 

As explained in the previous section, most of the components of 

the system were tested separately based on user studies in a 

laboratory setting. As a follow up on this, additional evaluation 

studies have been performed with potential end users from two 

domains of interest: public transport and law enforcement. In these 

experiments, the focus was on testing these users’ experience with 

respect to the virtual reality environment (and the underlying 

dialogue system); hence, the training agent was disabled during 

these tests. The two experiments are briefly described in the 

following sub-sections. 

4.1 Public Transport 

For this evaluation study (see [7]), a number of scenarios have 

been developed, in collaboration with (and approved by) domain 

experts of GVB, the public transport company in Amsterdam. All 

scenarios are perceived from the perspective of a tram conductor. 

In total, they address 9 different situations in which a conflict may 

arise, such as ‘traveler is not allowed to take hot coffee on board’ 

and ‘tram arrives 10 minutes late’. Moreover, for each scenario, 

different variants have been written: some in which the virtual 

character shows emotional aggression, and some in which it shows 

instrumental aggression. In total, there were 40 scenarios. 

Twenty-four people participated in the experiment (13 male and 

11 female), all of which were employees of GVB. Their average 

age was 45,4 (σ = 12.0). The experiment was executed in a 

computer room at GVB. Participants had to play all 40 scenarios 

during 4 different sessions distributed over 4 weeks (i.e., 10 

scenarios per session). After the last session, the participants were 

asked to fill out a usability questionnaire, consisting of 20 

statements about which the participants had to express their 

opinion on a 5-point Likert scale. The questionnaire was inspired 

by Witmer and Singer [24], and included statements about issues 

such as user experience, presence, and perceived effectiveness. In 

the end, the statements were grouped into 4 categories, namely 

content, interaction, engagement, and effect, to obtain an average 

score on these aspects. The content category contained statements 

about the perceived realism of the scenarios and the characters 

(e.g., ‘the scenarios were representative for real world situations’). 

The interaction category contained statements about how natural it 



was to interact with the characters (e.g., ‘I felt that my answers had 

an influence in the behaviour of the virtual characters’). The 

emotional category addressed the perceived sense of presence of 

the participants (e.g., ‘during training I felt engaged in the 

scenarios’). Finally, the effect category contained statements asking 

the participants for their opinion about the effectiveness of the 

training (e.g., ‘I think this type of training is a useful addition to 

real world training’). 

The aggregated results are summarised in Figure 8 (on a scale 

from -2 to 2). As shown there, participants were generally positive 

about the content of the scenarios, the interaction possibilities of 

the system, and (in particular) about its perceived learning effect, 

but were less enthusiastic about the system’s emotional impact. 

More details can be found in [7]. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.  User experience results for the Public Transport case 

4.2 Law Enforcement 

To investigate how stable these results are across different 

application domains, a second evaluation study was conducted (see 

[5]), in the domain of law enforcement. This experiment was 

executed in collaboration with the Dutch Police Academy, and 

focused on the module ‘Noodhulp’ (Emergency Assistance), which 

is part of their education program. As part of this module, students 

have to learn to correctly handle the so-called ‘Door Scene’. This is 

a situation in which a police officer has just been informed about 

an incoming emergency call. For the current experiment, we 

focused on the domain of domestic violence (e.g., a call from a 

crying woman who claims that her boyfriend is abusing her). The 

scenario starts at the moment that the police officer (together with 

his or her partner) arrives at the address from which the call was 

made, and rings at the door.  

The setup of this experiment was very similar to the previous 

one, with some minor differences: instead of 40 scenarios, only 4 

(slightly longer) scenarios were used. Moreover, these scenarios 

were not played during 4 different sessions, but during one single 

session. The experiment was executed in a computer room at the 

Police Academy. Also the demographics of the participants were 

different: in total, 41 Police Academy students participated in the 

experiment (31 male and 10 female), and their average age was 

27.1 (σ = 6.5). The questionnaire consisted of the same 20 

statements as the previous one; however, instead of a 5-point Likert 

scale, a 7-point scale was used. 

The aggregated results of this study are summarised in Figure 9 

(on a scale from -3 to 3). As shown, the outcomes are similar to 

those for the public transport domain, with the main difference that 

the participants were more positive about the system’s interaction 

possibilities, but believed a bit less in the effectiveness of the tool. 

More details of this study can be found in [5]. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9.  User experience results for the Law Enforcement case 

5 DISCUSSION 

The current paper introduced a prototype of an intelligent simula-

tion-based training system that enables professionals in the public 

domain to practice their verbal aggression de-escalation skills 

during face-to-face conversations. The system has been designed in 

a modular fashion, and integrates various AI-related techniques, 

including simulation, virtual agents, sensor fusion, model-based 

analysis and adaptive support. The various modules have been 

tested separately in a lab setting. Additionally, case studies in two 

real world domains have been used to obtain feedback on the 

virtual reality environment from potential end users.  

The presented system has similarities with several recent 

approaches to train social skills through conversations with virtual 

humans. These projects have addressed a variety of tasks in 

different domains, including job interviews [2], police interviews 

[13], leadership training for naval officers [17], medical 

consultations [18], negotiation exercises [12, 19], and manager-

employee conversations [22]. The current system differs from these 

systems in the sense that it focuses on a domain (aggression de-

escalation) in which the stimuli from the virtual environment are 

mainly negative. As a result, more effort was put into creating 

visually and behaviourally believable characters, and into 

measuring the users’ physiological response to the behaviour of 

these characters. Additionally, the system was enhanced with an 

intelligent ‘training agent’ that gives adaptive personalised 

feedback based on the user’s state and behaviour (cf. [20, 23]). 

The results from the case studies indicate that with respect to 

user satisfaction, participants were generally positive about the 

content of the virtual scenarios, the mechanisms to interact with the 

characters, and the potential of the system as a learning tool. 

Nevertheless, also a number of points for improvement were 

identified, which mainly have to do with the emotional aspect of 

the system: for several participants, the perceived sense of presence 

was limited because they did not ‘feel’ the emotion in the virtual 

conversation partner. One interesting way to improve this situation, 

which we are currently considering, is to combine the scenarios 

with haptic feedback (e.g., by using a vibrating vest designed for 

video games). Based on such technology, a situation can be created 

in which an (aggressive) virtual character can actually ‘touch’ the 

user. Another obvious possible extension would be to use a head-

mounted display instead a flat video screen. Our expectation is that 

such extensions will in the future lead to a more engaging, and 

therefore more effective training tool. 
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